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Uses

● Data visualization and exploration
● Estimating a function without knowing function structure

How? examples...

● Kernel Density Estimation, 

● Histograms

● Local regression (lowess, loess)

● Smoothing

Nonparametric Estimation



Why?

Besides tools for exploring data, can yield a deeper understand 
of the trade-offs at play with fitting a model to data.
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too much bias: underfit too much variance: overfit

(image credit: Scikit-learn; in practice data are rarely this clear)
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Local Linear Regression:

(Hastie et al., 2009)

local regression coefficients:
x0: a range of points around a given xi

local regression coefficients
x

0
: a range of points around a given x

i
; 

e.g. the 30 nearest neighbors
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Full solution for local linear regression with normal equations for weighted least squares:  

row for x
0

diagonal NxN from K (weights)diagonal NxN from K (weights)



Other Nonparametric Methods

Kernel Density Estimation

Histogram

The Bootstrap


